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Abstract 
Physical flow modelling is a powerful tool in aerodynamic researches, especially in analy-

sis of complicated and dangerous conditions. It allows to study flow behaviour and to obtain 
reliable results via similitude concept, that is widely used in aerodynamics and hydrodynam-
ics. Visualization of flow jets is one of the basic tools for analysis of flow behaviour under dif-
ferent flying conditions. Optical registration and 3D measurement techniques extend the ca-
pacities of visual flow study, providing both qualitative and quantitative data. The presented 
study addresses the problem of development of the vision-based technique for accurate flow 
3D registration and 3D visualization. Algorithms allowing accurate 3D reconstructing of flow 
jets are presented, along with discussion of application for experimental flow 3D visualiza-
tion.  

Keywords: aerodynamic flow visualization, optical 3D measurements, refraction, cali-
bration, accuracy.  

 

1 Introduction 
The practice of aero and hydrodynamic researches widely exploits physical models of flow 

in aerodynamic and hydrodynamic tunnels, that allow obtaining aerodynamic forces and 
momentums for various flow velocities and aircraft evolutions. The similitude concept serves 
as the basis for establishing correct conditions of an experiment to obtain results that are ad-
equate to real flight. The similitude concept is based on correspondence of several dimension-
less parameters of flow (Reynolds number, Mach number, Prandtl number and some others). 
The equivalence of these dimensionless parameters provide justification for results obtained 
in real and simulated environments. Based on similitude concept, aerodynamic process can 
be studied in hydrodynamic tunnel that allows taking the advantage of studying flow at low 
velocities. 

Another part of aerodynamic research is to obtain reliable information about the charac-
teristics of the flow and its behaviour in various flight conditions. And the visualization of the 
stream plays a very important role in this field of research, as it provides valuable qualitative 
information about the distribution of pressure and velocities in the flow. Various techniques 
for flow visualization were proposed, such as utilizing filaments, small light particles or col-
oured gas or smoke. WIth the progress in optical noncontact optical measurement techniques 
new possibilities arise for retrieving not only qualitative, but also quantitative data about flow 
behavior. 

For exploiting the advantages of optical noncontact studying flow process at low velocities 
in hydrodynamic tunnel (Figure 1), the effect of light refraction at the boundaries of various 
optical media should be taken into account. The paper presents the developed technique for 
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accurate 3D registration and visualization of flow during experiments in a hydrodynamic 
tunnel. 

The main contributions of the study are:  
(1) implementation of the developed techniques for accurate 3D measurements in mul-

timedia optical working space in photogrammetric 3D measurement system;  
(2) experimental 3D registration and 3D visualization of the flow jets in laboratory hy-

drodynamic tunnel;  
(3) experimental evaluation of accuracy of multimedia 3D measurements for 3D visuali-

zation of the flow jets. 

2 Related work 
Visualization is playing an important role in scientific research, providing the best for 

analysis data representation. Visionbased methods for automatic generating accurate photo-
realistic 3D models of real objects of complicated shape [1, 2, 3, 4] or processes of complex 
nature and behaviour [5, 6, 7, 8] provide a new quality of data representation and, as a result, 
expand the possibilities of research efficiency. In aerodynamic and hydrodynamic flow visual-
ization allows to exhibit the inner characteristics of the flow, that are essential for the process 
understanding. 

 

 
Figure 1: Flow visualization in hydrodynamic tunnel 

 
Etienne Jules Marey was the first who visualized and recorded air flow in the first wind 

tunnel [9]. Gustave Eiffel was a designer of this wind tunnel, that was installed at the foot of 
the Eiffel tower [10]. Marey proposed to inject into flow thin and parallel smoke jets, that can 
be recorded by photographic camera. Such invention allowed to analyze the direction of the 
flow and to retrieve information about the distribution of the velocities in different parts of 
the flow [11]. 

Many various techniques for flow visualization have been developed since the first exper-
iments of Etienne Jules Marey. Among these there are visualisation with tufts, glued by one 
end to a model surface; generating air bubbles of small diameter, injected in the flow; tech-
niques, based on registering variation in flow density, and interferometry methods. A detailed 
review of the modern flow visualization methods can be found in [10]. 

Addition of small highcontrast particles to flow is widely used for visualization and regis-
tration. Usually a system of high speed cameras working in synchronized mode register flow 
motion. Then the processing of these registrations are performed according either Eulerian or 
Lagrangian approach [12, 13, 14, 15]. Eulerian methods carry out voxelbased reconstruction 
of particles per time step, followed by 3D motion estimation, with some form of dense match-
ing between the precomputed voxel grids from different time steps [16, 12]. 



Lagrangian techniques perform reconstructing an explicit sparse set of particles, the indi-
vidual particles being tracked over time. Physical constraints can only be incorporated in a 
postprocessing step when interpolating the particle tracks to a dense motion field [13]. Some 
recent methods for object shape 3D reconstruction incorporate deep learning for multiview or 
even singleview 3D shape reconstruction [17, 18, 19, 20]. These methods look promising for 
further research in 3D flow analysis. 

The impressive progress in visionbased 3D reconstruction methods allows accurate quan-
titative registration for further 3D visualization of flow process. The basis for accurate 3D 
measurements by optical system is an imaging model with correct parameters of system cali-
bration. Calibration techniques, required for photogrammetric 3D measurements [21, 22], 
are mostly developed for the case of single optical environment, and for flow studying in a 
hydrodynamic tunnel they have to consider light refraction at optical media boundaries sepa-
rating flow from optical measurement system. 

Methods for calibration of optical systems for measurement in multimedia optical case 
can be roughly classified as follows. Some techniques target compensating distortion effects, 
that are caused by refraction. To exploit the effect of vanishing aberrations for light rays run-
ning through the optical interface at 90o angle, special optical elements (such as prisms filled 
with water) are used [23]. Such technique is often applied in the case of fluid flow analysis 
using the methods of stereoscopic particle velocity measurements (PIV – particle image ve-
locimetry) [24]. 

Another group of techniques account for the refraction in imaging model [25, 26, 27], and 
thus obtaining necessary accuracy of 3D measurements. To apply a modern photogrammetric 
workflow based on structurefrommotion and multiview stereo techniques [28] within existing 
software and workflow, refraction correction is applied at the photo level [29]. 

For some multimedia optical measurements applications an equitable approach is to “ab-
sorb” refraction effects by the estimated calibration parameters of the camera [30]. The ap-
proach is reasonable for the cases when the main effect of refraction is radially symmetric rel-
ative to the principal point. The “absorbing” technique gives appropriate description of the 
distortion model for the case of optical axis of the camera being close to perpendicular to the 
optical interface plane. Unfortunately, the method of “absorbing of refraction effects” always 
has some systematic errors, that are not accounted in the imaging model. The effect of refrac-
tion invalidates the assumption that the camera has a single center of projection [25, 31], 
which is the main assumption for such model. 

To obtain a reliable and transparent method for accounting refraction effects, an accurate 
imaging model for the case of image acquisition through two optical media interfaces was de-
veloped [32]. It derives a set of equations, that directly describe the process of ray pass from a 
given object point to the image plane. 

3 Experimental setup 
The proposed technique for accurate flow 3D visualization is developed for flow behav-

iour analysis in hydrodynamic tunnel HDT400 of Central Aero and Hydrodynamic Institute 
(TsAGI). The HDT400 working space for placing scaled model of an aircraft or its wing is 400 
× 400 ×400 mm. The workspace is available for monitoring the flow through glass walls. 
HDT400 has a vertical structure, and, being moved by gravity, water enters the working part 
of the tunnel from a water tank installed on top. The range of flow velocities in HDT400 is 2 . 
. . 10cm/s. The advantage of HDT400 hydrodynamic tunnel is possibility of studying aerody-
namic process at velocities. 

For preliminary technique study and testing a laboratory setup was created (Figure 2), 
that reconstruct study conditions of HDT400 hydrodynamic tunnel. It has vertical design 
similar HDT400 with a working part with dimensions 110 × 110 × 200 mm. A water tank is 
mounted above the working part, having a set of injectors for colozring flow jets during tests. 



The common view of the laboratory setup is shown in Figure 2(a), and the working part 
with mounted stereolithography model of a wing is presented in Figure 2(b). 

 

 
(a) Common view of the laboratory setup 

 
(b) Working part with mounted stereolithography model of a wing and coloured jets 

Figure 2: Laboratory setup for 3D visualization technique evaluating 
 
The photogrammetric 3D reconstruction system “Mosca” [33] was used for 3D flow regis-

tration and accurate measurements. In laboratory setup the photogrammetric system “Mos-
ca” in twocamera mode was used. For exploiting in optical multimedia conditions, “Mosca” 
photogrammetric software was extended to implement the developed algorithms, that ac-
count for refraction effects. 

 
Table 1: DMK 37BUX273 camera specification 
Parameter Value 

Sensor type  
Format  
Dynamic range  
Resolution  
Pixel size  
Frame rate  
Shutter  
Lens 

CMOS Pregius  
1/2.9” 
10 bit  

1, 440 × 1, 080  
3.45 µm × 3.4 µm  

up to 238 fps  
1µs to 30 s  

6 mm 
 
The optical 3D measurement system consists of two DMK 37BUX273 cameras equipped 

with the IMX273LLR Sony CMOS sensor, and Epson EMP1705 projector of structured light 
mounted on a rigid platform, providing stable exterior orientation. Main technical character-
istics of the cameras are given in Table 1. 



4 Algorithms for accounting refraction 
For application in optical multimedia environment we modify the standard imaging 

model in form of collinearity equations to account for the refraction at optical media interfac-
es. Accurate imaging model [32] for this case consider refraction of light ray from an object 
point A to the corresponding image point a (Figure 3) at two optical interfaces: “airglass” and 
“glassliquid”. 

The ray path for this case can be presented as three vectors r1, r2, r3 for air, for glass, and 
for liquid correspondingly. 

Object Figure 3 presents the systems of coordinates, that are considered in the study. Co-
ordinate system OXY Z is related to studied object, image system of coordinates Cxyz is relat-
ed to the camera, and glass system of coordinates ΩXgYgZg is related to glass wall of the work-
ing part. 

 

 
Figure 3: Systems of coordinates and the path of light ray. 

 
For each vector r1, r2, r3 the equations defining its position in object coordinate system 

are derived using Snell law in form: 

 
The coordinates of origin of each vector C, A1, A2 are defined using parameters of camera 

exterior orientation and conditions of intersection with glass planes, the refraction indexes of 
glass n1 and water n2 are taken as known or determined during calibration [32]. The system 



of equations for light ray path from object point A to corresponding image point a can be 
written in form: 

F(xa, n1, n2, XΩ, XA − XC) = 0, (4) 
The equation 4 establish the relations between object point XA, the center of projection 

XC, and image point xa. So it is some kind of analog of standard photogrammetric colnearity 
equations and can be used photogrammetric system calibration and object points 3D coordi-
nates determination. The nonlinear distortion parameters are accounted as additional terms 
∆x, ∆y in the equation 4. These terms are taken in form of BrownConrady model [34, 35]: 

∆x = a0 · y + x(a1r2+ a2r4+ a3r6) + a4(r2+ 2x2) + 2a5xy; (5) 
∆y = a0 · x + y(a1r2+ a2r4+ a3r6) + a5(r2+ 2y2) + 2a4xy; (6) 

 
with r2= x2+ y2. 

Here  
xa, ya – coordinates of a point on the image,  
a0, ..., a5 – camera interior orientation parameters:  
a0 – coefficient of affine distortion;  
a1, a2, a3 – coefficients of radial distortion;  
a4, a5 – coefficients of tangential distortion. 
The vector 𝒗𝑒

𝑙  = (xp, yp, mx, my, a0, ..., a5)T of interior orientation parameters is estimated 
by calibration procedure [32]. 𝒗𝑒

𝑙  includes coordinates of principal point, image scales and 
additional parameters correspondingly, spatial coordinates of reference points being known 
by independent precise measurements. The unknown parameters are determined by least 
mean square estimation using image coordinates of a set of the test field reference points as 
observations [36, 37]. 
Table 2: Interior orientation parameters 

 

5 Experimental results 
The laboratory setup was used to evaluate the developed technique. Firstly, evaluation of 

the calibration technique for the optical multimedia case was performed. The results of the 
estimation of the interior orientation parameters at the laboratory hydrodynamic tunnel were 
compared with results of the calibration at the special multimedia calibration stand [38]. Ta-
ble 2 presents results of the calibration for both cases, demonstrating good correspondence of 
two different calibrations. 

 



 
 

(a) CADmodel of the wing used for 3D 
printing 

(b) Comparison of 3D scan with CADmodel 
used for 3D printing 

Figure 4: Results of measurement comparison 
 

To obtain another kind of estimation of the accuracy of 3D measurements, experimental 
3D scanning of a reference object was carried out. Wing stereolithography (SLA) model (Fig-
ure 4(a)) designed for experiments in the hydrodynamic tunnel was used as the reference ob-
ject, and 3D scanning was performed for SLAmodel placed in working part of laboratory hy-
drodynamic tunnel. The result of comparison CADmodel of the wing with 3D scan of the 
SLAmodel is shown in Figure 4(b). CloudCompare software1 was used to match and to com-
pare 3D model. CloudCompare is open source software developed for 3D point cloud and 
mesh processing, alignment and comparison. 

 

  
(a) Stereo pair of the flow in the working part of the laboratory setup 

    
 

(b) A time series of 3D reconstructions of flow in working part of the laboratory setup 
Figure 5: Stereo pair of the flow and 3D reconstruction of flow in the working part of the 

laboratory setup 
 

                                                   
1 https://www.cloudcompare.org 

https://www.cloudcompare.org/


In Figure 4b we can see a high level of correspondence between surface 3D reconstruction 
in multi media case corresponds and CADmodel, mean error between surfaces being about 
0.03 mm. 

The second stage of experimental evaluation was aimed at 3D registration, 3D recon-
struction and 3D visualization of flow jets at the laboratory hydrodynamic tunnel. Figure 5 
shows a stereo pair of images from left and right cameras and the results of flow jets 3D re-
construction. 

Combined 3D scanningjet detection technique was applied for 3D reconstruction and 3D 
visualisation of flow jets. 3D scanning allows reconstructing the working part of the laborato-
ry hydrodynamic tunnel with the SLAmodel of a wing, installed there. 3D reconstruction of 
flow jets was carried out with jets detection algorithm. For robust jets detection in the image, 
preliminary acquired images of the hydrodynamic tunnel working part were used for separat-
ing background from jets images. Then detects jets were reconstructed by photogrammetric 
technique. 

Figure 5(b) demonstrates several frames from a sequence of flow jets 3D registration. The 
developed technique allows to visualize and to analyze the 3D evolution of flow jets in time. 

6 Conclusion 
The technique for accurate 3D visualization of the flow motion in a hydrodynamic tunnel 

has been developed. The basis for an accurate 3D reconstruction of the shape of the stream 
jets is the calibration of the photogrammetric motion capture system using a developed image 
formation model that takes into account refraction at the interface of optical media. 

Experimental evaluation of the developed technique using a laboratory hydrodynamic 
tunnel shows high accuracy of 3D measurements for spatiotemporal visualization of the flow. 
The developed technique provides accurate 3D visualization of flow jets in time, thus allowing 
to analyze the 3D evolution of the flow. The experiments proved the applicability of the devel-
oped techniques of optical system calibration and flow motion 3D visualization for exploiting 
in aircraft icing study. 
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